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Abstract
This paper empirically assesses the effects of competition in the financial sector on credit procyclicality by estimating both an interacted panel VAR (IPVAR) model using macroeconomic data and a single-equation model with bank-level data. The findings of these two empirical approaches highlight that an exogenous deviation of actual GDP from potential GDP leads to greater credit fluctuation in economies where competition among banks is weak. According to the financial accelerator theory, if lower competition strengthens the cyclical behavior of financial intermediaries, it follows that these "endogenous developments in credit markets work to amplify and propagate shocks to the macroeconomy" (Bernanke et al., 1999). Furthermore, since credit booms are closely associated with future financial crises (Reinhart and Rogoff, 2009; Schularick and Taylor, 2012; Gourinchas and Obstfeld, 2012), our results can also be read as evidence that greater competition in the financial sphere reduces financial instability, which is in line with the competition-stability view denying the existence of a trade-off between competition and stability.
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1 Introduction

There is a long-standing debate among economists about whether more intense competition between financial intermediaries improves economic outcomes. This debate greatly intensified with the onset of the global financial crisis. First, academics and policy makers wondered whether excessive competition was partly responsible for the crisis. Second, the banking sector experienced numerous structural changes (for instance, the beginning of consolidation, the strengthening of banking regulation, the willingness of European policy makers to deepen financial integration and develop capital markets, the low interest environment) that may change the level of competition in the financial sphere in the future.

Most empirical studies on the nexus between bank competition and economic outcomes have focused on the link between bank competition and financial instability. This has led to mixed empirical results. While a strand of this literature, known as the competition-fragility view, argues that competition between banks is detrimental to financial stability (Berger et al., 2009; Turk Ariss, 2010; Jiménez et al., 2013), another strand, known as the competition-stability view, provides diametrically opposed evidence (Boyd et al., 2006; Schaeck et al., 2009; Schaeck and Chihák, 2014; Anginer et al., 2014; Atkins et al., 2016). Although financial crises lead to economic dislocation, which both decreases economic growth and increases macroeconomic volatility, bank competition may also affect the real sphere by making the system more efficient both in normal times and in response to a crisis. As a result, some contributions have focused directly on the effects that bank competition has on economic growth in the medium run (Cetorelli and Gambera, 2001; Claessens and Laeven, 2005; de Guevara and Maudos, 2011). Similarly, the effects of bank competition on stability should be considered not only through the financial stability dimension but also through the global impact on macroeconomic volatility (the occurrence and intensity of economic booms and busts), which has not attracted a lot of interest in the literature.

This paper addresses this shortfall by examining the relationship between competition among financial intermediaries and credit procyclicality, which is a factor that amplifies business cycle fluctuations and, therefore, macroeconomic volatility. The fact that financial systems are not just passive reflections of the real sector but are sources of fluctuations in real economic activity is at the heart of the financial accelerator theory (Bernanke and Gertler, 1989; Kiyotaki and Moore, 1997; Bernanke et al., 1999). Loosely speaking, the financial accelerator theory states that shocks, whether real, monetary or financial, that increase or decrease the net worth of borrowers by altering the revenue and collateral values of non-financial agents have in addition of the wealth effect an additional effect, by increasing or reducing the credit worthiness of the borrowers through asymmetric information. As a result, credit becomes more expensive and less available during recessions, while the opposite happens during expansions. The procyclicality of credit tends to amplify the real economic cycle by expanding or shrinking investment, for instance. In this way, relatively small economic shocks can be amplified and propagated by endogenous procyclical changes in the credit market. Another insight into the linkages between credit and economic fluctuations is given by Minsky’s financial instability hypothesis. In this conceptual framework, the deterioration of lenders’ credit conditions, as well as reduced monitoring and regulation of
banks, during periods of stability lead to speculative borrowing (by so-called "Ponzi borrowers") and, therefore, excessive lending and increasing aggregate demand. It follows that this fuels the "exuberance" of the boom and the bubble that suddenly stop when a negative shock makes Ponzi borrowers unable to pay their loans. Unlike the financial accelerator theory, the works of Minsky (1982) and Kindleberger (2000) note that the peak of a credit cycle, which is driven by the procyclicality of credit, is associated with a financial crisis. Therefore, credit procyclicality enhances both the persistence of economic shocks and the probability of a financial crisis arising, and these in turn amplify the volatility of the economy (Schularick and Taylor, 2012; Gourinchas and Obstfeld, 2012).

A large empirical literature has explored several aspects of procyclicality in the banking sector. In particular, two different approaches have been taken in the existing literature. The first analyses the consequences of procyclicality not only for the real economy but also for the banking sector itself. For example, some studies analyse the behaviour of demand and supply of loans, their roles in economic fluctuations (see e.g. Lown and Morgan, 2006; Bassett et al., 2014), and the procyclical behavior of bank profitability (see, e.g., Albertazzi and Gambacorta, 2009). The second approach tries to identify the factors that strengthen or mitigate the procyclicality of the banking industry. As discussed by Athanasoglou et al. (2014), these factors include asymmetric information, the regulatory and supervisory framework, monetary policy, the practices of financial firms, such as their leverage and remuneration policies, and some other factors, like credit rating agency reports or the use of automated risk management systems. More generally, cross-country differences in bank procyclicality are related to differences in cross-country financial structures (Albertazzi and Gambacorta, 2009).

Our paper contributes to this second strand of the literature, as we assess whether the level of bank competition constitutes a driving force for credit procyclicality in European banking. Economic theory makes conflicting predictions on this subject, but we can isolate two channels by which bank competition may impact credit procyclicality.

The first channel is related to the rate setting strategies of the financial institutions. As shown by the Monti-Klein model, by reducing interest rate elasticity, a decrease of bank competition allows banks to charge a higher markup (markdown) in bank loans (deposits), increasing the spreads between the policy interest rate and the loan (deposit) rates and, therefore, the cost of credit. The empirical evidence reported in the surveys of Berger et al. (2004) and Degryse and Ongena (2008) confirm this result. Further to matter for interest rate spread, bank competition does impact the degree of interest rate stickiness, i.e. the speed of adjustment of the retail interest rate to a change of monetary policy rate. From a theoretical point of view, the degree of price stickiness can be explained by the existence of switching costs that reduce the interest rate elasticity (Calem et al., 2006). Several recent empirical findings also confirm the link between the degree of competition and stickiness (see, Sorensen and Werner, 2006; Van Leuvensteijn et al., 2013; Leroy and Lucotte, 2015). The inclusions of markups and rigidities are now common in neo-keynesian macro-models, but generally limited to the goods and wage markets (Woodford, 2003). As regard the banking market, few studies have considered imperfect competition, i.e. embedded microfoundation of the supply side of the banking market. Indeed, the most of the DSGE models including
a banking sector only focuses on the demand side of the market (the external finance premium related to the riskiness of the borrowers). Aliaga-Díaz and Olivero (2010) is one of the first contribution analysing the effect of bank competition on business cycle. In their model, bank market power arises from switching costs and generates a countercyclical price-cost margin, i.e. the cost of credit increases during recession. Thus, this countercyclical margin acts as a financial accelerator, amplifying the initial macroeconomic shock. The reason why bank market power increases fluctuations is explained by the fact that switching costs lock-in borrowers. In case of ‘deep habit’ effects, the bank faces a trade-off between current profit and potential future profit. If a bank has good expectations over future economic activity, its optimal strategy is to reduce the current margin and, therefore, its current profit. This will attract more new customers (more credit supplied), which will be locked-in in the future and profitable because the good economic environment. Opposite effects are expected following a negative shock on economic activity. Mandelman (2011) provides same conclusions but explains the countercyclical margin differently. The banking industry is modelled as a set of different segments. Each segment is characterized by free entry but sunk cost. This implies that the entry of new banks in each segment depends on the size of investment. Indeed, banks need a minimal scale to amortize sunk cost and be profitable. In this scenario, an increase of macroeconomic investment in the economy during expansion phase is like a reduction of the barrier of entry, forcing incumbent banks to reduce their margin. More important is the degree of competition, less important this effect. The DSGE of Gerali et al. (2010) enriches the previous models by different aspects (banks setting different rates for households and firms, sticky interest rates, capital requirements, collateral constraints, etc.) but broadly leads to similar general conclusions. Indeed, the model shows that market power amplifies the financial accelerator mechanism initiated by a positive technology shock by leading to a more severe contraction of interest rates and an increase of credit demand following a such initial shock. However, sticky rates, possibly related to the level of competition, have an opposite effect, but act only marginally. Andrés and Arce (2012) provide a different picture of the effect of banking competition on short-run dynamic. They show that the effects of competition depend crucially on the nature of the shock hitting the economy. Following a monetary policy tightening shock, output exhibits a larger and more persistent fall as banking competition increases. By contrast in face of a credit crunch shock, an enhanced competition allows quicker adjustment of the economy. While the above general equilibrium models study competition on interest rate, Ravn (2016) considers in addition the effects of competition on collateral. In the wake of Ruckes (2004) and Dell’Ariccia and Marquez (2006), he shows that imperfect competition on collateral requirements creates countercyclical credit standards that also amplify business cycle fluctuations.

Further countercyclical margins (and credit standards), competition may also distort bank risk-taking behaviour, which could indirectly affect the strength of the financial accelerator effect and the financial cycle. Indeed, excess risk-taking will foster the boom of credit, pushing the economy toward financial crisis, and make the trend reversal more violent and persistent because banks will be forced to clean up their bad assets. The issue is that no clear consensus has emerged in the literature on the relationship between competition and stability. One stand, the competition-fragility view, claims that an increase in bank competition erodes the banks’ franchise values
(i.e. the present value of future rents) and, therefore, induces banks to gamble by behaving less prudently, since the opportunity costs of bankruptcy are lower (Keeley, 1990; Hellmann et al., 2000). However, another strand argues that because an increase in bank competition reduces loan rates, it also reduces bank risks, as the moral hazard incentives to shift to riskier projects decrease (Boyd and De Nicolo, 2005).

In order to clarify these theoretical discrepancies, we empirically test the relationship between bank competition and procyclicality in European banking. To the best of our knowledge, only Bouvatier et al. (2012) have previously investigated a similar issue. Considering a sample of OECD countries, they assess the relationship between banking sector structure and credit procyclicality, or whether the structure of the banking sector affects how credit responds to business cycles. They do this in two steps. First, they perform a cluster analysis to evaluate the degree of similarity in banking industry structures, and then, they split their sample of countries into different clusters. Second, they estimate a panel VAR (PVAR) on cyclical components for each of the clusters and compare the impulse response functions of credit to a shock in GDP. The results that they obtain suggest that credit responds significantly to shocks to GDP, but they do not find that banking sectors with different characteristics exhibit differences in their credit procyclicality. Therefore the authors conclude that the structure of the banking sector is not an important cause of credit procyclicality.

Our analysis goes a step further than Bouvatier et al. (2012) by proposing both macro-level and micro-level assessment of the relationship between bank competition and credit procyclicality. Our macro-level analysis uses a VAR framework and follows Bouvatier et al. (2012) by defining credit procyclicality as the orthogonalised impulse response function of the credit cycle to a business cycle shock. Unlike Bouvatier et al. (2012), however, we not only assess cross-country heterogeneity in credit procyclicality and relate it to differences in terms of bank competition but also formally investigate whether credit procyclicality is conditional on bank competition. To do this, we estimate an interacted panel VAR (IPVAR) model recently developed by Towbin and Weber (2013). The model is estimated using quarterly HP-filtered data over the period 1997Q1–2014Q4 for 16 European economies. The main feature of the IPVAR is that it models the autoregressive coefficients as a function of an exogenous variable, bank competition in our case, and then allows the relationship between credit and business cycles to vary with the level of bank competition. The result is that in this framework the impulse responses of credit to a shock in GDP, which is the propagation mechanism in the financial accelerator view, are conditioned by the level of bank competition, which is proxied in this paper by the commonly used Lerner index.

The micro-level analysis aims to give a more granular view of the link between bank competition and credit procyclicality by analysing whether banking sector competition and bank market power play a role in the procyclical behaviour of bank credit activity. It also aims to address some important econometric issues with the VAR framework,

---

1Bouvatier et al. (2012) consider seven variables to provide a classification of banking system structures. These variables are intended to capture the degree of concentration in the banking sector, the size of the banking sector, the financial structure (i.e., bank based vs. market based) of an economy, the ownership structure of the banking sector, and restrictions in banking activities. Using a hierarchical clustering methodology, they obtain four different clusters for a sample of 17 OECD countries.
such as identification and endogeneity issues. One major advantage of such an approach is that it can control for some characteristics of individual banks that could explain their credit policies. It can be argued indeed, that the fact that banks being more willing to grant loans during the upward phase of the business cycle and more reluctant to do so during the downward phase is a consequence not only of bank competition but also of bank specificities, such as their size or the diversification of their activities. Our analysis uses balance sheet data and analyses whether the change in the bank loan supply in response to an output gap depends on the level of bank competition. More precisely, we estimate a fixed effects model using panel data from 2005 to 2014 for a large sample of European banks, in which we introduce an interaction term between the output gap and the Lerner index. In this way, we examine whether the link between the output gap and credit dynamics is affected by the competitive environment and the market power of banks.

The results that we obtain suggest that bank competition reduces credit procyclicality. Indeed, the structural analysis of the IPVAR model shows that an exogenous one-percent deviation of GDP from its trend induces a significant and more severe credit response in economies where bank competition is low. Therefore these results, which are robust to a battery of robustness checks, suggest that bank competition reduces macroeconomic volatility by limiting the amplification mechanism of the financial sphere to the real sphere. The results of the micro-level empirical analysis corroborate these findings. We find that the bank loan supply is significantly less sensitive to the output gap when competition is fierce and the individual market power of banks is weak.

The remainder of this paper is structured as follows. Section 2 assesses the impact of bank competition on credit procyclicality using country-level data. This section is divided into two parts. First, we discuss the data, the identification strategy and the estimation methodology in Section 2.1. Second, we present and discuss the empirical results in Section 2.2. Section 3 presents the results of the analysis with bank-level data. Section 3.1 describes the data and the empirical model, and Section 3.2 provides the empirical results. We conclude in Section 4.

2 Bank Competition and Credit Procyclicality at the Aggregate Level

2.1 Data and Methodology

2.1.1 Data

Our macro-level empirical analysis covers the period 1997Q1-2014Q4 and takes in 16 European economies. These are Norway, Switzerland, and the member states of the EU-15 prior to 2004 with the exception of Luxembourg. This means that the time dimension of our panel is relatively large, with 72 quarterly observations, and the cross-section dimension is relatively tight, covering only countries at similar stages of growth.

\footnote{Our data set comprises the following countries: Austria, Belgium, Denmark, Finland, France, Germany, Greece, Ireland, Italy, the Netherlands, Norway, Portugal, Spain, Sweden, Switzerland and the United Kingdom.}
Our baseline econometric specification that we use in analysing the cyclical behavior of credit in European banking, as described below, is parsimonious and comprises four main quarterly macroeconomic variables: real GDP (GDP), the consumer price index (CPI), the real outstanding amount of credit to the private non-financial sector (CRED), and the nominal short-term interest rate (r). Alternative specifications of our baseline model include a residential property price index, a stock price index and the real outstanding amount of bank credit to the private non-financial sector instead of the total amount of credit. All the series except for the interest rate are initially seasonally adjusted and log-transformed. Since we are interested in economic fluctuations, we do not consider these adjusted series in level or first-difference terms but consider instead their HP-filtered versions. In this way, we statistically remove the trend and isolate the cyclical component of the series, which ensures that the series are I(0). Essentially, this means that the log-transformed variables in our model are defined as the percentage gaps between the trend values and the observed values of the macroeconomic indicators.

In addition to macroeconomic variables, our empirical analysis requires the degree of monopolistic competition to be assessed. In line with related empirical work on the relationship between banking competition and stability (see Berger et al. (2009); Beck et al. (2013); Anginer et al. (2014)), we use the Lerner index, which is a non-structural measure of bank competition. This index represents the mark-up of prices over marginal costs and is a country-level indicator of the degree of market power, where higher values indicate lower competition. Further details on the construction of the index are provided in Section 3, where we compute a bank-level measure of the Lerner index.

The data source for GDP values, CPI values, short-term interest rates and the two asset price indexes for residential property and share prices is the OECD database. The two credit series for the private non-financial sector are from the BIS database. Finally, our measure of bank competition, the Lerner index, is taken from the Global Financial Development database of the World Bank. Unlike the other series, bank competition is computed annually. So to match the variable to the quarterly frequency of our study, we use a linear interpolation procedure. All the series included in the analysis are reported in Figure A2 and Figure A3.

2.1.2 Empirical Methodology

To test whether bank competition affects credit procyclicality, we use a two-step approach, where first we check that credit procyclicality is heterogeneous in the European banking sector, and then we test whether the differences in procyclicality across economies might be explained by differences in bank competition.

These two steps require us first of all to define how we measure credit procyclicality. Roughly speaking, credit procyclicality corresponds to a positive reaction of credit to a change in GDP. This makes it necessary to use an econometric framework that firstly

---

\(^3\)Real credit series are constructed by deflating nominal credit by the CPI.

\(^4\)Bank competition data are available from 1996, so our study period begins in 1997Q1.
allows the effects of GDP on credit to be measured, secondly takes account of the GDP cycle being a process that is not independent of the credit cycle, as there is feedback between the banking system and the real economy (see, among others, Bernanke and Blinder, 1988; Kiyotaki and Moore, 1997; Kindleberger, 2000; Lowe et al., 2002; Borio, 2014) and thirdly imposes few theoretical restrictions, since the interactions between financial and macro variables have not been perfectly theoretically identified. Unlike a single-equation framework, a VAR approach meets these three criteria. So we opt for a multivariate framework and follow Bouvatier et al. (2012) in defining credit procyclicality as the orthogonalised impulse response function of the credit cycle to a GDP cycle shock.\footnote{This is based on the common result that output causes credit (in the VAR sense) (Lown and Morgan, 2006). Recently, Peia and Roszbach (2015) confirm this idea, finding significant evidence of causality from GDP to credit, with no systematic reverse causality going from credit to GDP.}

Our exploratory phase consists of assessing whether credit procyclicality, defined as the credit effect of an unexpected change in the output gap, differs from country to country. Therefore, we start by considering country-specific VARs. The reduced-form of the model is given by:

\[ Y_{i,t} = c_i + A_i(L_i)Y_{i,t-1} + \varepsilon_{i,t} \quad \varepsilon_{i,t} \sim N(0, \Sigma) \]  

where \( i \) and \( t \) are indexes of country and time, respectively, \( Y_{i,t} \) is a vector of endogenous variables \( (CPI, GDP, CRED, r) \), \( A(L_i) \) is a matrix polynomial in the lag operator specific to each country, \( c_i \) is a country-specific intercept, and \( \varepsilon_{i,t} \) is a vector of errors.\footnote{Note that the order of the matrix polynomial is determined by the Akaike Information Criterion (AIC), where the maximum lag length has been fixed at four. \( CPI, GDP, CRED \) and \( r \) refer to the consumer price index, real GDP, the real outstanding amount of credit to the private non-financial sector and the nominal short-term interest rate, respectively.}

The country-specific VAR systems are estimated by OLS, and shocks are identified using a recursive identification scheme by applying a Cholesky decomposition of the residuals with the variables ordered as follows: \( CPI, GDP, CRED \) and \( r \). From this, the GDP cycle only responds to shocks in the credit cycle with a lag, and the contemporaneous response remains zero. The ordering of inflation and GDP in a first block and financial variables in a second block is fairly standard in the macroeconomic literature using VAR and it implies that financial variables may respond immediately to real shocks. By contrast, there is some discussion about the relative ordering of financial variables. In our baseline model, we follow Assenmacher-Wesche and Gerlach (2008) by ordering credit before the short-term interest rate. Thus, our triangular identification structure imposes that the credit cycle reacts with a lag to the short-term interest cycle. In other words, the contemporaneous impact on credit is restricted to zero. As shown by Leroy and Lucotte (2015), among others, bank interest rate pass-through is sluggish in the short term, justifying the fact that credit does not respond immediately to a policy rate shock.

We then have two options for testing the implication of bank competition for credit procyclicality. The first is to compare the average impulse response of countries with low and high levels of bank competition. This involves dividing the sample into two
groups of countries by their level of banking sector competition. To ensure comparability within this approach, we have to estimate a two-panel VAR and compare whether the orthogonalised impulse responses of credit to an output gap shock of one per cent are significantly different between the two groups of countries. Although this approach is tractable, it has two shortcomings; one is that it prevents variation in the degree of competition over time being considered, and the second is that it does not allow us to control for other sources of heterogeneity that could explain the difference between the two groups of countries. Therefore, an alternative specification of the VAR model is called for that would allow us to take account of the time-varying level of bank competition explicitly as an exogenous factor acting on the credit response to a GDP shock, and to control for potentially correlated variables. For this purpose, we use a panel VAR framework, where the autoregressive coefficients of the endogenous variables are functions of the cross-time-varying level of bank competition. Such frameworks have recently been developed by Loayza and Raddatz (2007), Towbin and Weber (2013), Sá et al. (2014) and Georgiadis (2014) and allow us to assess the impact of exogenous structural characteristics on the response of macroeconomic variables to macroeconomic shocks. Specifically, our econometric approach is based on the interacted panel VAR framework (IPVAR) of Towbin and Weber (2013).\(^7\)

The structural form of the IPVAR that we estimate is given by:

\[
\begin{pmatrix} 1 & 0 & 0 & 0 \\ \alpha_{01t} & 1 & 0 & 0 \\ \alpha_{02t} & \alpha_{21t} & 1 & 0 \\ \alpha_{03t} & \alpha_{31t} & \alpha_{32t} & \alpha_{33t} & 1 \\ \end{pmatrix}
\begin{pmatrix} CPI_{i,t} \\ GDP_{i,t} \\ Cred_{i,t} \\ r_{i,t} \end{pmatrix}
= \sum_{l=1}^{L} \begin{pmatrix} \alpha_{11l} & \alpha_{12l} & \alpha_{13l} & \alpha_{14l} \\ \alpha_{21l} & \alpha_{22l} & \alpha_{23l} & \alpha_{24l} \\ \alpha_{31l} & \alpha_{32l} & \alpha_{33l} & \alpha_{34l} \\ \alpha_{41l} & \alpha_{42l} & \alpha_{43l} & \alpha_{44l} \end{pmatrix}
\begin{pmatrix} CPI_{i,t-l} \\ GDP_{i,t-l} \\ Cred_{i,t-l} \\ r_{i,t-l} \end{pmatrix}
+ \begin{pmatrix} \delta^{11} \delta^{12} \\ \delta^{11} \delta^{12} \\ \delta^{11} \delta^{12} \\ \delta^{11} \delta^{12} \end{pmatrix}
\begin{pmatrix} I_t \\ Z_{i,t-4} \end{pmatrix}
+ \varepsilon_{i,t}
\]  

(2)

where \(Z_{i,t-4}\) is a cross-time-varying measure of bank competition, \(I_t\) a set of country fixed effects and \(\varepsilon_{i,t}\) is a vector of uncorrelated iid shocks.\(^8\) The indices \(t\) and \(i\) relate to quarters and countries, respectively, while \(L\) is the number of lags.\(^9\)

The structural parameters \(\alpha_{i,t}\) distinguish the traditional panel VAR from our framework and allow us to analyse whether the bank credit cycle response to a business cycle shock varies with the degree of bank competition. For this purpose, the

\(^7\)We thank Sebastian Weber and Pascal Towbin for providing their MATLAB code for the interacted panel VAR procedure.

\(^8\)To account for potential endogeneity, the variable measuring the bank competition is lagged by four quarters. Furthermore, we should note that our model assumes that there are no dynamic cross-unit interdependencies, meaning residuals are uncorrelated across countries, which is certainly a restrictive assumption (see Canova and Ciccarelli, 2013). To address cross-section dependence, we have checked whether we obtain similar results when we include a common factor, such as the oil price, or an indicator of systemic risk as an exogenous variable in our model.

\(^9\)The lag length is fixed at two, based on the average optimal lag orders of the country-specific VAR.
coefficients $\alpha_{l,it}$ have the following form:

$$\alpha_{l,it} = \beta_l + \eta_l Z_{i,t-4}$$  \hspace{1cm} (3)

where $\beta_l$ and $\eta_l$ are two vectors of coefficients, and $Z_{i,t-4}$ is a cross-time-varying measure of bank competition. Therefore, all the structural parameters $\alpha_{l,it}$ are allowed to vary over time and across countries with the level of bank competition.

The fact that we require the impact matrix to be lower triangular induces that the error terms are, by construction, uncorrelated across the equations. This allows us to estimate the system equations sequentially using OLS. It can be noted that the zero-restrictions imposed on the impact matrix correspond to the same identification scheme as that in the country-specific VAR model, so the variables remain in the order $CPI$, $GDP$, $CRED$ and $r$.

One important aspect of our baseline panel VAR is that it includes country fixed effects. This may appear unnecessary since the endogenous variables in the VAR are in their HP-filtered forms since it purges unobserved unit-specific fixed effects by removing the country-specific trend from the series and implies zero-means.\(^{10}\) Nevertheless, the structural characteristics present potential timeless specificities, and therefore we need to control for unobserved unit-specific factors, which could be sources of heterogeneity, by demeaning the data, which is the equivalent of allowing intercept heterogeneity. In this case, it is well known that estimations can be biased because demeaning in a dynamic model leads to correlated error terms and regressors. However, as shown by Nickell (1981), the size of the fixed effect bias decreases as the length of the sample increases, which reduces the importance of this bias in our analysis given that the time dimension of the panel is relatively long (72 observations per country).\(^{11}\)

Another important feature of our empirical model is that it allows dynamic heterogeneity by making the slopes conditional on a cross-time-varying measure of competition. However, dynamic credit heterogeneity could be related to factors other than competition that could be correlated with competition. In this case, the issue is that allowing for heterogeneous intercepts, as in the previous estimation method, controls for unobserved level heterogeneity but not unobserved dynamic heterogeneity, which can lead estimates to be inconsistent (Pesaran and Smith, 1995) and conclusions to be misleading. To model this type of cross-sectional heterogeneity, Pesaran and Smith (1995) propose the mean group estimator, which consists of estimating country-specific VARs and then computing the average of the unit-specific slope parameters. Nevertheless, this approach is not suited to our analysis, since it conceals the underlying sources of cross-country dynamic heterogeneity. To capture both unobserved country-specific variations and variations conditional on specific structural characteristics, Sá et al. (2014) implement a mean group–type estimator. The authors augment the baseline IPVAR model by interacting all the endogenous variables with country dummies. In

\(^{10}\)In fact, the endogenous variables are not perfectly zero-centering. The reason is that we use a longer sample period in applying the HP filtering method than in estimating our model.

\(^{11}\)Monte Carlo evidence in Judson and Owen (1999) suggests that the magnitude of this bias is small in a sample of our size (72 observations per country). Moreover, other studies, such as Goodhart and Hofmann (2008), using a panel VAR methodology and time series of similar length also employ a fixed effects OLS estimator.
this way, we can disentangle the coefficient heterogeneity caused by country-specific effects from that due to banking competition effects.\textsuperscript{12}

After the IPVAR is estimated, a structural analysis comparing the impulse responses to a GDP shock for "high" and "low" levels of bank competition is conducted. To obtain this type of impulse response, we first use our IPVAR estimates and replace the structural characteristic ($Z_{i,t}$) with the first and fourth quintiles of the sample distribution. This gives us two different coefficient matrices with two different sets of interactions and feedback between the variables. As a result, the computed impulse responses to a common change vary according to the value of the structural characteristic, for example, "high" and "low" levels of bank competition. In this way, we address our research question of how credit procyclicality changes when bank competition moves from a low level to a high level.

Finally, a bootstrap procedure is used for inference of the impulse responses.\textsuperscript{13} In the figures below, we report the mean of 1000 bootstrapped impulse responses with a 90\% confidence band, meaning the lower bound of the band is the 5th percentile and the upper bound is the 95th percentile. In order to assess whether the impulse responses are significantly different, we consider the difference between two impulse responses computed at each draw and display the mean of this difference with a 90\% confidence band in the figures.

\section*{2.2 Results}

We present the cross-country asymmetries in credit procyclicality in Section 2.2.1 and the main results of our empirical analysis in Section 2.2.2. The robustness of our findings is examined in Section 2.2.3.

\subsection*{2.2.1 Preliminary Analysis}

The first step in our empirical analysis is to assess cross-country heterogeneity in credit procyclicality by estimating a country-specific VAR model (Equation (1)) for each economy in our sample. Figure 1 displays the impulse responses of \textit{Credit} or \textit{Bank Credit} to a business cycle shock.\textsuperscript{14} At first sight, the decision to examine the

\textsuperscript{12}This procedure considerably increases the number of parameters to be estimated, since each endogenous variable is interacted with $15 + 1$ exogenous variables (the number of country dummies + the indicator of bank competition). Obviously, the model does not include fixed effects when we allow for unit specific slope heterogeneities.

\textsuperscript{13}The bootstrap procedure has the following steps. 1/Estimate the model by OLS on the original data. 2/ Draw an artificial vector of innovation from a normal distribution centred on zero and with a variance equal to the OLS estimated variance. 3/ Create artificial endogenous variables with the randomly resampled residuals, the original data and the structural coefficient OLS estimates. 4/ Interact the simulated endogenous variables with the interaction terms. 5/ Use the artificial endogenous and interaction variables to re-estimate the model by OLS. 6/ Compute the IRF for a high level and a low level of the interaction variable. 7/ Calculate the difference between the two IRF estimates. 8/ Repeat the procedure 1000 times. 9/ Compute the mean, the 20th and 80th percentiles of the two types of IRF and of the IRF difference. See Towbin and Weber (2013) for more details about the bootstrap procedure.

\textsuperscript{14}Prior to computing the IRFs, standard tests have been applied to check for residual autocorrelation and that the moduli of the eigenvalues of matrix $A$ are less than one. In addition to checking that the VAR models adequately represent the data generation process (DGP) of the macroeconomic variables,
responses of both total credit and bank credit cycles may appear irrelevant. Indeed, as the total credit cycle contains the bank credit cycle, the analysis might be redundant. Moreover, bank competition should primarily impact the bank credit cycle. However, in our view, it would be damaging to focus exclusively on the bank credit cycle responses. Indeed, since bank credit series do not include the securitised credit, the fact that banks not only originate and hold credit but also distribute credit to the non-bank financial sector is not considered. Furthermore, wide differences in the weight of the "originate-to-distribute" model and in the financial structure across European economies mean that bank credit cycle responses might suffer from a lack of comparability.

Figure 1: Country-specific impulse response functions of Credit to a GDP shock

(a) Total Credit

(b) Bank Credit

Note: The figures display country-specific impulse response functions of total credit and bank credit cycles to a one-percentage-point shock to the GDP cycle.

The chart on the left in Figure 1 depicts the orthogonalised country-specific responses of total credit to the non-financial sector to a shock in GDP, normalised to unity as a shock of one per cent in the output gap, with a simulation horizon of 16 quarters. As we can see, in most cases, a GDP cycle shock contemporaneously and positively affects the credit cycle. The only four exceptions are for France, Germany, Sweden and the UK, where the responses are initially negative and become positive only after a few quarters. Furthermore, the IRFs other than that for Switzerland suggest that after a shock to the output gap the credit gap remains above the baseline value for at least seven quarters. The results for Germany are different from the others, since they highlight a very low and non-persistent impact from GDP on credit, meaning the behaviour of credit has low procyclicality. As a result, the next step, in which we test the effects of bank competition on procyclicality, should check that our panel data results are not driven by the behaviour of only some of the countries. Overall, chart (a) clearly shows the existence of major asymmetries in credit procyclicality within European economies. For instance, in Spain, the maximum response of the credit gap to a 1% shock to the output gap is 1.35%, whereas in Germany, the maximum response of credit to a shock of the same magnitude is 0.21%. Similar comments can be made the inter-relations among these variables have been investigated. As expected, in almost all cases, we find Granger causality from GDP to credit and, quite often, reverse causality.
about the chart (b), which displays the heterogeneous responses of the bank credit cycle to a one-unit shock in the output gap.

2.2.2 Main Results

Figure 2: Impulse Response Functions of Credit to a GDP shock: Baseline model

(a) Credit - Fixed Effects

(b) Credit - Unit Specific Slope Heterogeneities

(c) Bank Credit - Fixed Effects

(d) Bank Credit - Unit Specific Slope Heterogeneities

Note: The figure shows the impulse responses of credit and bank credit to a one-percentage-point shock to the output cycle evaluated (from left to right) at the 80\textsuperscript{th} (high level) and 20\textsuperscript{th} (low level) percentiles of the Lerner index sample distribution. The charts on the right represent the differences between the two. The coloured bands represent 90\% confidence bands generated by bootstrapping (1000 draws).

Figure 2 displays the impulse responses of the credit and bank credit cycles to a one-unit GDP cycle shock. The orthogonalised responses are generated from the estimation of the panel VAR model in Equation 2 with fixed effects and mean-group type
estimators, where the exogenous variable \( Z_{i,t-4} \) corresponds to the Lerner index. The charts on the left of the figure present the impulse response functions generated by setting the Lerner index to the 80\(^{th}\) percentile of its sample distribution. Therefore, these charts illustrate the average responses of credit in countries with less competitive banking markets. The charts in the centre show the impulse response functions evaluated at the 20\(^{th}\) percentile of the Lerner index sample distribution, where competition between banks is fierce. In both cases, the solid lines correspond to the mean impulse responses in a 90\% band, which is computed by bootstrapping with 1000 draws. Finally, the charts on the right display the differences between the mean impulse response functions for low and high levels of bank competition with a 90\% confidence band.

Before we present our main results, a few preliminary comments can be made about Figure 2. First, contrary to our expectations, the estimation of the model allowing unit-specific slope heterogeneity reduces the confidence interval of the impulse response functions.\(^{15}\) Despite this difference in precision, the two estimators give broadly similar results. The only notable difference is in the persistence of the output-gap shocks, which are longer for fixed effects estimates. Comparing the responses of total credit and bank credit, we observe that bank credit has an immediate and very significant response to an exogenous change in the output gap, while the effects on total credit progressively become significantly positive. This is not puzzling in our view, since firms that issue bonds (i.e., the difference between total and bank credit) are, on average, less opaque, more creditworthy, more geographically diversified and, therefore, less sensitive to national business cycles. Apart from the initial impact however, the results do not suggest that bank credit and total credit behave differently.

There is clear evidence in the difference in the impulse responses that bank competition affects credit procyclicality. Indeed, the reaction of credit dynamics to GDP cycle shocks varies with the degree of bank competition. Specifically, the results suggest that a shock of one per cent to the output gap causes a greater response in credit in a less competitive banking market. As the charts on the right show, the differences between high and low levels of competition are significantly different from zero at the 10\% level. This means that credit booms and busts are less pronounced when bank competition is fiercer. This indicates that more competitive banking markets can better absorb shocks.\(^{16}\)

There are several possible explanations, which are not necessarily in opposition but

\(^{15}\)This indicates that the estimates with interacted country dummies have smaller standard errors than the fixed effects estimates. One explanation is that the proposal of Sá et al. (2014) leads to the use of the same sample, i.e., the same number of observations for the estimation of the model with both types of estimators, which differs from the mean group estimator wherein coefficients and standard errors are calculated from each country sample. A second explanation is that the model presents strong dynamic heterogeneity, which leads the estimator with interacted country dummies to increase the quality of the estimates.

\(^{16}\)To corroborate our findings, we present the responses of credit to a GDP shock based on the estimations of two panel VARs for two groups of economies in Figure A1 of the Appendix. To split our panel into two sub-panels, we group the countries by whether they are above or below the median value of the average Lerner index. Although this framework is less efficient than the previous one, overall, it confirms that bank competition reduces credit procyclicality. In fact, the average credit responses in countries where bank competition is lower on average are significantly greater than the credit responses in countries with relatively high levels of bank competition.
rather are complementary, for the positive association between greater bank competition and lower credit fluctuation.

The first one relies on the effects of competition on the bank rate setting strategy. The DSGE model of Aliaga-Díaz and Olivero (2010) or Gerali et al. (2010) show that market power increases the countercyclicality of the interest rate margin, which acts as a financial accelerator effect. In this view, face a positive (negative) economic activity shock, banking markets where competition is weaker decreases (increase) more strongly their margin. This naturally implies a stronger expand (shrink) of credit in such banking system as our empirical work shows.

The second one is more indirect and is based on risk-taking behaviour. It appears that our results could be related to the literature on bank competition and stability. Theoretical (Boyd and De Nicolo, 2005; Allen et al., 2011) and empirical works (Uhde and Heimeshoff, 2009; Schaeck and Cihak, 2012; Anginer et al., 2014; Atkins et al., 2016; Leroy and Lucotte, 2017) show that an increase in bank competition may lead banks to hold more capital, to engage in less risky activities or contribute less to systemic risk. Taking less risk implies that credit booms are less pronounced in the upward phase of the cycle, so banks experience smaller financial losses on their loans and other activities in the downward phase, which tends to preserve bank equity capital and the ability of banks to take new risks and supply new credit during a recession.

Our previous findings suggest that imperfect bank competition acts as a financial accelerator by intensifying the propagation of an output-gap shock to the credit market. The financial accelerator theory posits that this should amplify the business cycle. Indeed, this theory states that the persistence of economic fluctuations depends on the amplitude of the effects on financial conditions and, therefore, on the credit dynamics of an initial non-persistent exogenous real shock. As a consequence, we expect that the responses of the GDP cycle to an exogenous GDP cycle shock will be greater in economies where bank competition is weaker because this leads to more credit fluctuations. Figure 3 presents the GDP cycle impulse responses to an exogenous GDP cycle shock. The charts confirm our expectation that a GDP cycle shock has a smaller effect on output in competitive banking markets. Indeed, it appears that the GDP cycle returns to its baseline at a faster pace under these conditions.

2.2.3 Sensitivity Analysis

We perform a broad set of robustness checks, which may be grouped into four categories: (i) testing alternative specifications, (ii) changing the data definition and (iii) disentangling the effects of bank competition from other potential determinants that cause asymmetry in procyclicality.17

To assess the robustness of the results presented above, we start by estimating different specifications of the interacted panel VAR (equation (2)). First, we extend the vector of endogenous variables by including a variable to reflect the dynamics of asset prices. This provides a more complete representation of the macro-level dynamics in response to several studies that show there to be linkages between credit, economic activity and asset prices (see Annett, 2005; Goodhart and Hofmann, 2008; 2008; 2008).
Figure 3: Impulse Response Functions of GDP to a shock of GDP

(a) Credit - Fixed Effects

(b) Credit - Unit Specific Slope Heterogeneities

(c) Bank Credit - Fixed Effects

(d) Bank Credit - Unit Specific Slope Heterogeneities

Note: The figure shows the impulse responses of the GDP cycle to a one-percentage-point shock to the output cycle evaluated (from left to right) at the 80\textsuperscript{th} (high level) and 20\textsuperscript{th} (low level) percentiles of the Lerner index sample distribution. The charts on the right represent the differences between the two. The coloured bands represent the 90\% error bands generated by bootstrapping (1000 draws).

Assenmacher-Wesche and Gerlach, 2008; Muellbauer and Murphy, 2008; Beltratti and Morana, 2010). In practice, we estimate a 6-dimensional interacted panel VAR models that enriches our baseline VAR with a measure of the house price and stock price cycle. The asset price series come last with house prices before stock prices as in Assenmacher-Wesche and Gerlach (2008), meaning that credit is restricted from reacting immediately to asset prices.\textsuperscript{18} Figure 4 depicts the results. As would be expected,
the credit responses are not fundamentally different, and the differences in procyclicality between low and high competition environments remain significant.

Second, as is common in VAR models, we check the robustness of our findings by ordering the variables differently. Our recursive identification scheme in our baseline model places output gap before credit gap. For robustness, we now consider credit as the first variable in the ordering. By this way, the credit is not contemporaneously affected by shocks to the remaining variables, while shocks to the first variable do affect the other variables in the system. Specifically this alternative ordering means that credit is not contemporaneously affected by shocks to GDP, and it is considered to be more exogenous than in our baseline specification. Figure 4 displays the IRFs obtained with this alternative ordering and confirms our previous results.

Third, we check that our conclusions remain identical when we consider a longer lag of three lags for the autoregressive terms and when we marginally change our sample. For this robustness test, we re-estimate our canonical econometric model by dropping one country at a time.19 In this way, we can be sure that our results are not driven by the inclusion of any one particular country, which is important since Section 2.2.1 noted that some countries behave atypically.

Our second set of robustness checks considers data processing. It is well-known that the HP filter has some drawbacks.20 One is that it implies an a priori definition of the cycle frequency of the time series, meaning an arbitrary value is set for the smoothing parameter. In our benchmark model, we have chosen to estimate the cycles at the business cycle frequency for all the macroeconomic series, and we have set the smoothing parameter to 1600, corresponding to cycles that last between one and eight years. However, as argued by Drehmann et al. (2012) and Borio (2014), one of the features of the financial cycle is that it has a much lower frequency than the traditional business cycle. To address this caveat, we assume that credit cycles are twice as long as the usual business cycle and we follow the approach of Ravn and Uhlig (2002) to obtain the corresponding value of the smoothing parameter. These authors show that it is optimal to set lambda to 1600 multiplied by the fourth power of the observation frequency ratio, which here is two. Thus we set the lambda of the credit series to 25,600 to obtain a cycle that lasts twice as long as the business cycle.21 As an alternative to the HP filter, we employ the Baxter and King (BK) filter (Baxter and King, 1999) to test for robustness. The BK filter is based on the approximation of the ideal band-pass in the frequency domain to estimate the cyclical behaviour of the series. On the whole, the graphs displayed in Figure 5 indicate that our results are

---

19 These results are not reported but available upon request.
20 Note that the typical issue of the end-point problem has been addressed by estimating the model over the period 1997Q1–2014Q4 using data through to 2015Q4. The starting point also presents some statistical problems (Drehmann and Tsatsaronis, 2014). Therefore, we estimate cycles from 1997Q1 using data starting in 1990Q1.
21 Lowe et al. (2002) suggest setting lambda to 400,000 to isolate the medium-term frequencies of the credit series. In this way, cycles ranging from 8–30 years would be obtained, which is consistent with statistical observations of the average length of the financial cycle. However, the moderate length of our panel forces us to focus more on the medium-term frequencies of the credit series. Furthermore, this choice is in line with the financial accelerator theory, which focuses on the short-term frequencies of the credit cycle. Another issue is related to the fact that our statistical approach supposes that the credit cycle is a regular and stationary process by definition, which is criticised by Borio (2014).
robust to the filtering method.\textsuperscript{22}

The extent to which credit dynamics are affected by a GDP shock may not depend exclusively on the degree of banking competition. Credit responses may also be related to other financial characteristics, such as the capitalisation of the banking system, its soundness, or the financial structure. Since these characteristics are potentially correlated with bank competition, it is important to control for how they affect our results. Therefore we extend our baseline model by including three additional interaction variables at the same time, so that $Z_{i,t}$ is now a $(4 \times 1)$ vector. To evaluate the effects of bank competition, the impulse response functions continue to be evaluated at the 20th and 80th percentiles of the distributions of the Lerner index, while the three other variables are set to their medians.\textsuperscript{23} Analysing the results in Figure 6, we observe that controlling for the correlations between bank competition and other structural characteristics does not change our previous findings.\textsuperscript{24} Finally, we test whether conditionally to the degree of competition output and credit are differently linked in the upward and downward phases of the business cycle. According to our theoretical arguments the procyclical effect of bank competition should act in similar fashion in the two phases. Interest rate margins and risk-taking would decrease and increase, respectively, in the upward phase of the cycle and would have opposite behaviour after the peak of the cycle. In practice, we extend our IPVAR model by including a dummy variable in interaction, set equal to one when there is a positive output gap in period $t$ in country $i$ and equal to zero otherwise. In order to compare asymmetry, we represent IRFs conditionally to the position in the business cycle (upward or downward phases) for a median level of competition. The results in Figure 6 reveal that the dynamic response of credit to output, conditional to the degree of competition, is not significantly different from zero between the two phases of the business cycle. This supports our view that competition has an effect in the upward as well as downward phases of the cycle.

\textsuperscript{22}We also run robustness checks for the transformation of the Lerner index (not reported in this paper). We consider two other versions of the Lerner index: one without quarterly interpolation and another with interpolation and smoothing with the HP filter, as in Georgiadis (2014). These amendments do not affect our findings.

\textsuperscript{23}These three variables are extracted or built from the Global Financial Development database of the World Bank. Bank capitalization, bank soundness and financial structure are proxied by the ratio of bank regulatory capital to risk-weighted assets, the bank Z-score index and the bank credit over stock market capitalization ratio, respectively.

\textsuperscript{24}This additional analysis might refine our explanations for imperfect competition as a propagation mechanism of an output-gap shock. Two explanations have previously been given, which are that imperfect competition increases the interest rate counter-cyclicality, and that imperfect competition exacerbates risk-taking behaviour. Because we control for disturbances in the banking system using the Z-score and for bank riskiness using the capital requirement ratio, we confirm that the first effect plays a very significant role. However, this does not imply that the second effect (that imperfect competition exacerbates risk-taking behaviour) is irrelevant.
Figure 4: Impulse Response Functions of Credit to a GDP shock: 6-dimensional VAR
- Different ordering of the variables

(a) Credit - Assets prices

(b) Bank Credit - Assets prices

(c) Credit - Different ordering

(d) Bank Credit - Different ordering

Note: The figure shows the impulse responses of credit and bank credit to a one-percentage-point shock in the output cycle evaluated (from left to right) at the 80th (high level) and 20th (low level) percentiles of the Lerner index sample distribution. The charts on the right represent the difference between the two. The coloured bands represent the 90% confidence bands generated by bootstrapping (1000 draws).
Figure 5: Impulse Response Functions of Credit to a GDP shock: HP filter with $\lambda$ equal to 25600 and Baxter-King Filter

(a) Credit - HP filter

(b) Bank Credit - HP filter

(c) Credit - BK Filter

(d) Bank Credit - BK Filter

Note: The figure shows impulse responses of credit and bank credit to a one-percentage-point shock in the output cycle evaluated (from left to right) at the 80th (high level) and 20th (low level) percentiles of the Lerner index sample distribution. The charts on the right represent the differences between the two. The colored bands represent the 90% confidence bands generated by bootstrapping (1000 draws).
Figure 6: Impulse Response Functions of Credit to a GDP shock: Controlling for correlation with other structural characteristics - Asymmetry

(a) Credit - Control variables

(b) Bank Credit - Control variables

(c) Credit - Asymmetry

(d) Bank Credit - Asymmetry

Note: The charts (a) and (b) show impulse responses of credit and bank credit to a one-percentage-point shock in the output cycle evaluated (from left to right) at the 80th (high level) and 20th (low level) percentiles of the Lerner Index sample distribution and the median of three control variables. The charts (c) and (d) show impulse responses of credit and bank credit to a one-percentage-point shock in the output cycle evaluated at the median of the Lerner Index sample distribution for the case where the output gap is negative (in the left) and the case where the output gap is positive (in the center). The charts on the right represent the difference between the two. The colored bands represent the 90% confidence bands generated by bootstrapping (1000 draws).

3 Bank Competition and Credit Procyclicality at the institution level

In this section, we examine whether more granular data support our previous findings. Specifically, we aim to highlight whether the bank response to an output shock varies
with the degree of bank competition.

3.1 Data and Methodology

3.1.1 Data

We start with a presentation of the data used in our analysis. Those required are a mix of bank-level and country-level data. We take bank balance sheet and income statement information from the Bankscope database published by the Bureau Van Dijk, which provides comprehensive detailed information on European banking. Our sample comprises more than 3,600 banks operating in the 16 previously analysed economies. This means the geographical coverage is identical in both sections. The time dimension differs between the two however, since the bank-level data are only available for the period 2005–2014. We apply some selection criteria to build our sample. First, we select unconsolidated statements to avoid any double counting of commercial, cooperative and saving banks. Then we exclude banks for which financial statements are available for less than five consecutive years to preserve the benefits of the panel dimension of our sample, and we drop banks for which the loan-to-asset ratio is missing for any one of these five minimal years of observation. Some basic information about the sample is provided in Table A1.

The bank-level data are employed to measure the growth rate of loans on the banks’ balance sheets as this is our dependent variable, and to build a set of control variables and an indicator of bank market power, which varies across banks and over time. We measure the market power using the Lerner index, which is the only indicator that complies with those two conditions.

Formally, the Lerner index is defined as the difference between price and marginal cost divided by price:

\[ Lerner_{it} = \frac{p_{it} - mc_{it}}{p_{it}} \]  

(4)

where \( p \) is the price and \( mc \) is the marginal cost for bank \( i \) in year \( t \). In our case, \( p \) is the price of assets and is equal to the ratio of total revenue (the sum of interest and non-interest income) to total assets. We obtain the marginal cost by employing a conventional approach in the literature that consists of estimating a translog cost function and deriving it. Consistent with most banking studies, we consider a production technology with three inputs and one output (see, for instance, Berger et al., 2009, Turk Ariss, 2010, Anginer et al., 2014). Thus, we estimate the following translog cost function:

\[
\ln TC_{it} = \beta_0 + \beta_1 \ln TA_{it} + \frac{\beta_2}{2} \ln TA_{it}^2 + \sum_{k=1}^{3} \gamma_k \ln W_{k,it} + \sum_{k=1}^{3} \phi_k \ln TA_{it} \ln W_{k,it} \\
+ \sum_{k=1}^{3} \sum_{j=1}^{3} \frac{\rho_{kj}}{2} \ln W_{k,it} \ln W_{j,it} + \delta_1 T + \frac{\delta_2 T^2}{2} + \delta_3 T \ln TA_{it} + \sum_{k=4}^{6} \delta_k T \ln W_{k,it} + \varepsilon_{it} \]  

(5)

where \( C_{it} \) corresponds to the total costs of bank \( i \) in year \( t \) and is equal to the sum of interest expenses, commission and fee expenses, trading expenses, personnel expenses,

---

\(^{25}\)Since not all variables are available for all bank-year observations, the sample size differs from one regression to another.
administrative expenses, and other operating expenses measured in millions of dollars. $TA_{it}$ is the quantity of output and is measured as total assets in millions of dollars. $W_{1, it}$, $W_{2, it}$ and $W_{3, it}$ are input prices. $W_{1, it}$ is the ratio of interest expenses to total assets, $W_{2, it}$ is the ratio of personnel expenses to total assets, and $W_{3, it}$ is the ratio of administrative and other operating expenses to total assets. $T$ is a trend. Furthermore, to reduce the influence of outliers, all variables are winsorised at the 1st and 99th percentiles (see, for instance, Berger et al., 2009; Anginer et al., 2014). We further impose the following restrictions on the regression coefficients to ensure homogeneity of degree one in input prices:

$$\sum_{k=1}^{3} \gamma_{k, t} = 1, \sum_{k=1}^{3} \phi_{k} = 0 \text{ and } \sum_{k=1}^{3} \sum_{j=1}^{3} \rho_{k} = 0.$$ 

Under these conditions, we can use the coefficient estimates from the translog cost function to estimate the marginal cost for each bank $i$ in year $t$:

$$mc_{it} = \frac{T C_{it}}{T A_{it}} \left[ \beta_{1} + \beta_{2} TA_{it} + \sum_{k=1}^{3} \phi_{k} \ln W_{k, it} + \delta_{3} T \right]$$

(6)

The translog cost function is estimated using pooled ordinary least squares (OLS) for each country separately to reflect differences in technology across European banking markets. We also include in the regression a trend ($T$) to control for the evolution of the translog function over time.

Recently, Koetter et al. (2012) note that the estimation approach discussed above might lead to biased Lerner indexes. The rationale is that this approach is based on the implicit assumption that banks are fully efficient. To correct this potential bias, the authors propose an efficiency-adjusted estimate of the conventional Lerner index:

$$\text{adjusted} - \text{Lerner}_{it} = \frac{\hat{\pi}_{it} + T C_{it}}{\hat{\pi}_{it} + T C_{it}} - \frac{\hat{mc}_{it}}{\hat{mc}_{it}}$$

(7)

where $\hat{\pi}_{it}$ is the estimated profit, $T C_{it}$ is the estimated total cost, and $\hat{mc}_{it}$ is the marginal cost.

To estimate this adjusted Lerner index, we follow Koetter et al. (2012) and first conduct a stochastic frontier analysis (SFA) to estimate the translog cost function. We then obtain $T C_{it}$ and $\hat{mc}_{it}$. This approach has the advantage of taking account of the banks’ cost inefficiency, which is defined as the distance of a bank from the cost frontier accepted as the benchmark.26 Second, we specify an alternative profit function (Berger and Mester, 1997), which we estimate using SFA to obtain $\hat{\pi}_{it}$.

In addition to bank-level variables, we collect or build country-level variables. First, we consider three country-level measures of the Lerner index. The first is the same as that used in the previous section and is drawn from the Global Financial Development Database (GFDD). In this way, we effectively examine whether granular data on credit support our cross-country analysis. The two other Lerner indexes are built by taking the median value by country and year of our own individual estimates of the conventional and efficiency-adjusted Lerner indexes. Finally, our analysis also requires a yearly measure of business cycle fluctuation. For that, we use the output-gap measure

---

26Formally, the SFA consists of decomposing the error term of the translog cost function into two components, such as $\varepsilon_{it} = v_{it} + \mu_{it}$. The random error term $v_{it}$ is assumed to be iid with $v_{it} \sim N(0, \sigma_{v}^{2})$ and independent of the explanatory variables. The inefficiency term $\mu_{it}$ is iid with $\mu_{it} \sim N(0, \sigma_{\mu}^{2})$ and independent of the error term $v_{it}$. It is drawn from a non-negative distribution truncated at zero.
from the OECD Economic Outlook database, which is defined as the deviation in % of actual GDP from the potential GDP obtained from a production function framework. Summary statistics for the variables used in this section can be found in Table A2.

3.1.2 Methodology

Our empirical specification is designed to test whether the degree of bank competition impacts how banks react in their supply of loans to an output-gap shock. The model that we estimate has the following form:

\[
\Delta \ln(\text{loans}_{it}) = \beta_1 \text{OG}_{ct} + \beta_2 \text{OG}_{ct} \times \text{Lerner}_{i,t-1/c,t-1} + \beta_3 \text{Lerner}_{i,t-1/c,t-1}^- \frac{1}{c,t-1} + \sum_{j=4}^{n} \beta_j X_{j,i,t-1} + \mu_{i,c} + \lambda_t + \epsilon_{it} \tag{8}
\]

with \( i = 1, ..., N \), \( c = 1, ..., 16 \), and \( t = 1, ..., T \). \( N \) denotes the number of banks, \( c \) the country and \( T \) the total number of years. In our model, the growth rate of loans (\( \Delta \ln(\text{loans}_{it}) \)) is regressed on the output gap (\( \text{OG}_{ct} \)), the Lerner index (\( \text{Lerner}_{i,t-1/c,t-1} \)),\(^{27}\) their product term (\( \text{OG}_{ct} \times \text{Lerner}_{i,t-1/c,t-1} \)), which is our main variable of interest, and some bank-specific control variables (\( X_{j,i,t-1} \)). The vector of control variables includes the log of total assets, the ratio of loans to total assets, the ratio of equity to total assets and, in some specifications, the product term between our measure of bank competition and a monetary policy shock. In order to avoid endogeneity bias, all bank-specific variables have been lagged. We further note that we include bank fixed effects (\( \mu_i \)) (or country fixed effects (\( \mu_c \)) in some specifications) and year fixed effects (\( \lambda_t \)) to capture bank specificities and time-varying common shocks.\(^{28}\)

Unlike in the cross-country analysis, the single equation modelling is perfectly appropriate here. Indeed, the possibility of the output gap of country \( i \) responding to the loan growth of a particular bank is limited because in most cases the weight of a random bank is small compared to that of the overall economy. This makes us relatively confident that the output gap is exogenous and that our regression results capture a causal link from the output gap to bank credit growth. However, to address the remaining concerns about endogeneity that arise because banking markets are not atomistic and some banks are large enough to have a notable impact on the overall economy, we conduct some robustness checks excluding banks with very significant market shares.

3.2 Results

The estimation results for equation (8) are shown in Table 1 and Table 2. Table 1 reports the estimation results obtained from three country-level measures of bank competition: the Lerner index from the GFDD (columns [1] to [4]), our own estimates of the cross-country conventional Lerner index (columns [5] to [8]) and our own

\(^{27}\)In some specifications, we consider an aggregate measure of the Lerner index (\( \text{Lerner}_{ct} \)), as in the previous section, while in other specifications, we take advantage of the granularity of the data and use bank-level estimates of the Lerner index (\( \text{Lerner}_{ct} \)).

\(^{28}\)Initially, we specify a dynamic model estimated using both difference and system GMM. However, the results, in both cases, indicate that the lagged dependent variable is not significant. Note that our findings and specification choice are in line with Fungáčová et al. (2014).
estimates of the cross-country efficiency-adjusted Lerner index (columns [9] to [12]). Regressions (1), (5) and (9) include the output gap, the Lerner index, and their product term as explanatory variables. To ensure that these estimates do not capture the effects of other variables, the regressions that follow include conventional control variables, while regressions (3), (7) and (11) control for the existence of a bank-lending channel effect. Finally, in regressions (4), (8) and (12), we replace bank fixed effects with country fixed effects.

From these estimates, the first step is to check that credit is procyclical on average, so that changes in the business cycle positively impact the growth of credit. Since our regressions include the interaction of the output gap and the Lerner index, the coefficient estimates of output gap cannot be read as an average effect but as the effect of the output gap on credit when the banking market is perfectly competitive, meaning when the Lerner index is equal to 0. The estimates of procyclicality for an average level of bank competition are displayed at the bottom of the table. The estimated coefficients vary between 1.442 and 1.677 and are statistically very significant. These results imply that GDP growth of one percentage point below its potential is associated with a decline in loan growth of approximately 1.5 percentage points.

The second step is to check whether the level of procyclicality varies with the level of bank competition. Across all specifications, the interaction of the Lerner index and the output gap enters with a positive coefficient that is significant at the 1% level. This suggests that lower country-level bank competition significantly increases the reaction of the loan supply to a change in the output gap. As well as statistical significance, we also check the economic significance of the relationship. To do so, as in the previous section, we compute and compare procyclicality at the first and fourth quintiles of the empirical distribution of the Lerner indices. In Table 1, we show that the economic effect is sizeable. For instance, in specification (1), the estimated procyclicality is 1.443 for a low level of the Lerner index and 1.896 for a high level. In summary, the estimations with granular data corroborate the findings of the previous section that bank competition reduces credit procyclicality.

Our estimations also highlight other results. Briefly, we find that the main effect of the Lerner index is significantly negative in all specifications. The more competitive the market, more important the growth of loans, which is consistent with the traditional microeconomic view. Furthermore, bank size, taken as the log of total assets, and the loan ratio are negatively associated with loan growth. Finally, regressions (4), (8) and (12) give us some interesting results about the existence of a bank-lending channel in Europe. First, it appears that the response of bank lending to a change in the monetary policy rate ($\Delta MP$) has the expected negative sign. In regression (4), an increase of one point in the monetary policy rate leads to a decline of 1.14 percentage points in loan growth. Second, in line with Fungáčová et al. (2014) and Leroy (2014), we find for two of the three macro-level measures of bank competition that the interaction terms of $\Delta MP$ and Lerner index are significantly positive. This indicates that lower bank competition strengthens the bank-lending channel through monetary policy transmission.

---

29 All specifications include year fixed effects.
30 The average output gap is equal to $-0.506$. 

We now focus on the estimation results reported in Table 2. In these regressions, Lerner index is a bank-level measure of market power. It corresponds to the detailed data used to build our own country-level measures of bank competition. Using bank-specific estimations of bank market power is of great interest because it is a convenient way to disentangle movements in the demand for credit from those in the supply of it. This follows the hypothesis that bank-specific market power influences the loan supply, while loan demand is independent of changes in the market power of banks.\footnote{By contrast, it is less certain that loan demand is independent of the aggregate level of bank competition, since that level could impact the cost of credit, and be correlated with macroeconomic factors affecting credit demand.}

Regressions (1)-(5) present estimates with the conventional Lerner index, and regressions (5)-(10) present those with the efficiency-adjusted Lerner index. Regressions (1) and (6) only include the output gap, the Lerner index and their product as explanatory variables. Regressions (2) and (7) include more control variables, regressions (3) and (8) control for the existence of a bank-lending channel, regressions (4) and (9) control for the existence of country fixed effects, while regressions (5) and (10) control for time-varying country-specific characteristics.

Overall, the results obtained from the individual market power estimates are similar to those obtained with the aggregate-level estimates: (i) credit is procyclical, and (ii) the coefficients of the Lerner index and output gap product terms are positive and highly significant for both the conventional and the efficiency-adjusted Lerner indexes. Interestingly, we also observe that the economic impact of bank market power on credit procyclicality remains sizeable and comparable to the previous estimates. For instance, moving from the 20th percentile of the conventional Lerner Index to the 80th percentile increases the sensitivity of bank-lending growth to the change of the business cycle by 0.453 point for regression (1). The effects are slightly less important with the efficiency-adjusted Lerner index since the interquintile values are 0.366 in regression (5) and 0.262 in regression (6).
### Table 1: Credit procyclicality and bank competition: Aggregate measures of bank competition

<table>
<thead>
<tr>
<th>Dependent variable: Δln(Loans)</th>
<th>Conventional Lerner index (own estimates)</th>
<th>Efficiency-adjusted Lerner index (own estimates)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Output Gap</td>
<td>1.064***</td>
<td>1.082***</td>
</tr>
<tr>
<td></td>
<td>(0.095)</td>
<td>(0.100)</td>
</tr>
<tr>
<td>Lerner index</td>
<td>-19.619***</td>
<td>-21.031***</td>
</tr>
<tr>
<td></td>
<td>(1.995)</td>
<td>(2.091)</td>
</tr>
<tr>
<td>Total assets</td>
<td>-13.416***</td>
<td>-13.496***</td>
</tr>
<tr>
<td></td>
<td>(1.493)</td>
<td>(1.489)</td>
</tr>
<tr>
<td>Loans / Total assets</td>
<td>-28.359***</td>
<td>-26.845***</td>
</tr>
<tr>
<td></td>
<td>(2.472)</td>
<td>(2.489)</td>
</tr>
<tr>
<td>Equity / Total assets</td>
<td>-13.108</td>
<td>-13.882</td>
</tr>
<tr>
<td></td>
<td>(9.337)</td>
<td>(9.353)</td>
</tr>
<tr>
<td>Δ MP</td>
<td>-2.194***</td>
<td>-2.574***</td>
</tr>
<tr>
<td></td>
<td>(0.233)</td>
<td>(0.253)</td>
</tr>
<tr>
<td>Average Lerner index</td>
<td>17.930***</td>
<td>214.188***</td>
</tr>
<tr>
<td>Low Lerner index</td>
<td>0.119</td>
<td>0.119</td>
</tr>
<tr>
<td>High Lerner index</td>
<td>0.181</td>
<td>0.181</td>
</tr>
<tr>
<td>Procyclical: Average</td>
<td>1.508</td>
<td>1.45</td>
</tr>
<tr>
<td>Procyclical: Low Lerner index</td>
<td>1.322</td>
<td>1.296</td>
</tr>
<tr>
<td>Procyclical: High Lerner index</td>
<td>1.737</td>
<td>1.64</td>
</tr>
<tr>
<td>Difference between High and low</td>
<td>0.415</td>
<td>0.344</td>
</tr>
<tr>
<td>Observations</td>
<td>24,719</td>
<td>24,719</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.529</td>
<td>0.558</td>
</tr>
<tr>
<td>Number of banks</td>
<td>3,736</td>
<td>3,736</td>
</tr>
<tr>
<td>F</td>
<td>1816</td>
<td>1470</td>
</tr>
</tbody>
</table>

Note: 'Low' and 'High' Lerner index refer to the 20\textsuperscript{th} and the 80\textsuperscript{th} percentiles of the sample distribution of the Lerner index, respectively. Robust standard errors are reported below their coefficient estimates. *, ** and *** indicate statistical significance at the 10%, 5% and 1% levels, respectively.
### Table 2: Credit procyclicality and bank competition: Bank-level measures of bank competition

<table>
<thead>
<tr>
<th>Dependent variable: ∆ln(Loans)</th>
<th>Conventional Lerner Index (bank level)</th>
<th>Efficiency-adjusted Lerner index (bank level)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Output Gap</td>
<td>0.933***</td>
<td>0.866***</td>
</tr>
<tr>
<td></td>
<td>(0.128)</td>
<td>(0.141)</td>
</tr>
<tr>
<td>Lerner index</td>
<td>5.592***</td>
<td>6.400***</td>
</tr>
<tr>
<td></td>
<td>(1.681)</td>
<td>(1.778)</td>
</tr>
<tr>
<td>Output Gap*Lerner index</td>
<td>3.493***</td>
<td>3.527***</td>
</tr>
<tr>
<td></td>
<td>(0.440)</td>
<td>(0.483)</td>
</tr>
<tr>
<td></td>
<td>(9.328)</td>
<td>(9.336)</td>
</tr>
<tr>
<td>∆ MP</td>
<td>-0.618**</td>
<td>-0.898**</td>
</tr>
<tr>
<td></td>
<td>(0.292)</td>
<td>(0.352)</td>
</tr>
<tr>
<td>∆ MP * Lerner index</td>
<td>-2.247**</td>
<td>-1.902*</td>
</tr>
<tr>
<td></td>
<td>(0.923)</td>
<td>(1.062)</td>
</tr>
<tr>
<td>Constant</td>
<td>13.824***</td>
<td>213.870***</td>
</tr>
<tr>
<td></td>
<td>(0.354)</td>
<td>(21.281)</td>
</tr>
<tr>
<td>Average Lerner index</td>
<td>0.209</td>
<td>0.209</td>
</tr>
<tr>
<td>Low Lerner index</td>
<td>0.146</td>
<td>0.146</td>
</tr>
<tr>
<td>High Lerner index</td>
<td>0.275</td>
<td>0.275</td>
</tr>
<tr>
<td>Procyclicity: Average</td>
<td>1.663</td>
<td>1.604</td>
</tr>
<tr>
<td>Procyclicity: Low Lerner index</td>
<td>1.443</td>
<td>1.381</td>
</tr>
<tr>
<td>Procyclicity: High Lerner index</td>
<td>1.896</td>
<td>1.838</td>
</tr>
<tr>
<td>Difference between High and Low</td>
<td>0.453</td>
<td>0.457</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.529</td>
<td>0.559</td>
</tr>
<tr>
<td>F</td>
<td>1724</td>
<td>1401</td>
</tr>
</tbody>
</table>

Note: 'Low' and 'High' Lerner index refer to the 20th and the 80th percentiles of the sample distribution of the Lerner index, respectively. Robust standard errors are reported below their coefficient estimates. *, ** and *** indicate statistical significance at the 10%, 5% and 1% levels, respectively.
4 Conclusion

This paper is the first to assess empirically whether the degree of competition in the financial system constitutes a driving force for credit procyclicality. More specifically, the main objective of this paper is to gauge whether the sensitivity of credit to the business cycle is conditional on the level of competition. To this end, we consider a large sample of European economies and use two complementary panel data approaches. The first uses macroeconomic data and consists of estimating an interacted panel VAR framework (IPVAR), recently developed by Towbin and Weber (2013), in which credit procyclicality is defined as the orthogonalised impulse response function of the credit cycle to a GDP cycle shock. The main advantage of such an approach is that we can explicitly assess whether the time-varying level of competition as an exogenous factor affects the credit response to a GDP shock. It lets us compute and compare impulse response functions according to the level of competition. The second approach uses bank-level data to estimate a single-equation model in which we control for some individual characteristics of banks that could explain their credit policy. Considering more than 3,600 banks in Europe, we analyse whether the market power of each bank affects the link between the output gap and the annual growth rate of loans. Following the existing literature, the level of competition within the banking industry is proxied by the Lerner index, which measures how far firms can mark price up above marginal cost, and is an indicator of the degree of market power. A country-level Lerner index is considered within the IPVAR framework, and we use balance sheet data to compute individual Lerner indexes in our micro-level analysis.

The results at the macro-level and the micro-level suggest that the procyclicality of credit is higher in economies where competition among banks is relatively weak. This means that the lack of competition within the banking industry tends to exacerbate the sensitivity of loans to the business cycle and then amplify and propagate shocks to the macroeconomy. There are two possible reasons for this result. The first is that market power can incite banks to set countercyclical margins as theoretically shown by Aliaga-Díaz and Olivero (2010) and Mandelman (2011). The second possible explanation is more indirect and comes from the literature on the nexus between bank competition and financial stability as well as between bank competition and information asymmetries. On the first point, a large theoretical and empirical literature supports the fact that banks hold more capital and engage in less risky activities when competition increases. This reduction in the risk-taking behaviour of banks can imply that credit booms are less important in the upward phase of the cycle and, consequently, that banks experience smaller financial losses in the downward phase, preserving the ability of banks to supply new loans during recessions. On the second point, competition may lead banks to operate in a more efficient way, notably by improving the screening and monitoring of borrowers. Asymmetric information would be reduced, which would reduce the amplification mechanism of the financial accelerator.

The policy implications of our findings are that promoting competition within the European banking sector should ensure lower procyclicality of credit, making investment and consumption less sensitive to the business cycle. Such a pro-competitive policy would be expected to reduce macroeconomic volatility by limiting the amplification mechanism from the financial sphere to the real sphere. Furthermore, lower
credit procyclicality should limit credit booms and the excessive accumulation of risks during the upward phase of the business cycle. Since credit booms usually precede financial crises (see e.g. Schularick and Taylor, 2012; Gourinchas and Obstfeld, 2012), our results can also be read as evidence that greater bank competition contribute to reduce systemic risk. As a result, there is a priori no tensions between the objectives of competition and macroprudential authorities. Conversely, there are strong complementarities between the two policies (IMF, 2013). Macroprudential policy makers, especially if they have the objective to act pro-actively to contain the build-up of systemic vulnerability over the time, have an interest that the financial system be competitive. At the top of their agenda, the TBTF problem could be address with competition policies, especially in Europe where the competition authority monitors the state aids - that distorts in the case of TBTF entities fair competition. Improving banking integration, via an increase of cross-border banking competition, could also be complementary to the objective of the macroprudential authority since it will ensure a better diversity of the national banking markets.
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Appendix

Figure A1: Impulse Response Functions of Credit to a GDP shock: Sample split

(a) Total Credit

(b) Bank Credit

Note: This figure compares the impulse response functions of credit/bank credit to a one-unit shock in GDP for economies characterized by a low and a high level of competition in the banking industry. In order to split our initial sample into two groups, we rank the countries according to the country average Lerner index value. The credit responses depicted on the left correspond to economies where competition in the financial system is weaker, i.e., characterized by low bank competition. The low bank competition sub-sample comprises Austria, Denmark, Greece, Ireland, Norway, Spain, Sweden and the United Kingdom. Obviously, the credit responses depicted in the center correspond to the average reaction of countries where banking markets are more competitive (Belgium, Finland, France, Germany, the Netherlands, Portugal, Sweden and Switzerland).
Figure A2: Time series by country
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Figure A3: Time series by country
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Table A1: Number of banks by country

<table>
<thead>
<tr>
<th>Country</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>233</td>
</tr>
<tr>
<td>France</td>
<td>211</td>
</tr>
<tr>
<td>Italy</td>
<td>577</td>
</tr>
<tr>
<td>Sweden</td>
<td>89</td>
</tr>
<tr>
<td>Belgium</td>
<td>34</td>
</tr>
<tr>
<td>Germany</td>
<td>1711</td>
</tr>
<tr>
<td>Norway</td>
<td>128</td>
</tr>
<tr>
<td>Switzerland</td>
<td>356</td>
</tr>
<tr>
<td>Denmark</td>
<td>98</td>
</tr>
<tr>
<td>Greece</td>
<td>16</td>
</tr>
<tr>
<td>Portugal</td>
<td>21</td>
</tr>
<tr>
<td>the Netherlands</td>
<td>23</td>
</tr>
<tr>
<td>Finland</td>
<td>13</td>
</tr>
<tr>
<td>Ireland</td>
<td>10</td>
</tr>
<tr>
<td>Spain</td>
<td>126</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>90</td>
</tr>
</tbody>
</table>

Table A2: Summary statistics: Bank-level data analysis

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Median</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loan growth</td>
<td>5.61</td>
<td>4.49</td>
<td>13.3</td>
<td>-17.5</td>
<td>55</td>
</tr>
<tr>
<td>Output-Gap</td>
<td>-0.695</td>
<td>-0.527</td>
<td>2.4</td>
<td>-14.2</td>
<td>9.42</td>
</tr>
<tr>
<td>Lerner index (GFDD)</td>
<td>0.12</td>
<td>0.083</td>
<td>0.086</td>
<td>-0.045</td>
<td>0.428</td>
</tr>
<tr>
<td>Conventional Lerner index</td>
<td>0.209</td>
<td>0.209</td>
<td>0.0956</td>
<td>-0.253</td>
<td>0.504</td>
</tr>
<tr>
<td>Efficiency-adjusted Lerner index</td>
<td>0.242</td>
<td>0.222</td>
<td>0.121</td>
<td>-0.005</td>
<td>0.689</td>
</tr>
<tr>
<td>ln(Total assets)</td>
<td>13.5</td>
<td>13.3</td>
<td>1.65</td>
<td>7.17</td>
<td>21.9</td>
</tr>
<tr>
<td>Loans / Total assets</td>
<td>0.619</td>
<td>0.629</td>
<td>0.179</td>
<td>0.161</td>
<td>1</td>
</tr>
<tr>
<td>Equity / Total assets</td>
<td>0.083</td>
<td>0.072</td>
<td>0.060</td>
<td>-0.458</td>
<td>1</td>
</tr>
<tr>
<td>∆ MP</td>
<td>-0.181</td>
<td>-0.233</td>
<td>0.598</td>
<td>-1.33</td>
<td>6.75</td>
</tr>
<tr>
<td>W1</td>
<td>0.012</td>
<td>0.012</td>
<td>0.006</td>
<td>0.001</td>
<td>0.052</td>
</tr>
<tr>
<td>W2</td>
<td>0.022</td>
<td>0.020</td>
<td>0.011</td>
<td>0.002</td>
<td>0.076</td>
</tr>
<tr>
<td>W3</td>
<td>0.009</td>
<td>0.008</td>
<td>0.006</td>
<td>0.001</td>
<td>0.057</td>
</tr>
<tr>
<td>TC</td>
<td>233390</td>
<td>23314</td>
<td>1955348</td>
<td>89.5</td>
<td>9.40E+07</td>
</tr>
<tr>
<td>P</td>
<td>0.050</td>
<td>0.050</td>
<td>0.015</td>
<td>0.02</td>
<td>0.156</td>
</tr>
</tbody>
</table>